Electrostatic Effect of Localized Charge in Dual Bit Memory Cells with DiscreteTraps
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The following article, presented at ESSDERC 2004 conference, illustrates the capability of ATLAS in the validation and the comprehension of complex effects of new promising devices like non-volatile discrete traps memory devices.

Abstract
In this paper the electrostatic impact of Channel Hot Electron (CHE) injection in discrete-trap memories is quantitatively addressed. The dual bit behavior of the transfer characteristic during forward and reverse read of a written cell is thoroughly analysed with the help of an analytical model. Such model allows, for the first time, to estimate the effective charged portion of the discrete storage layer, $L_2$, and the quantity of electrons, $Q$, injected in the trapping sites from the experimental parameters of the $I_d$-$V_g$ characteristics, the reverse-forward threshold voltage shift $\Delta V_{RF}$ and the total threshold voltage shift $\Delta V_{tot}$. The viability of this model is confirmed with tests performed on nanocrystal memories, under different bias conditions. These results are confirmed with the help of a 2D drift-diffusion commercial code (ATLAS-SILVACO).

1. Introduction
Channel Hot Electron injection is widely used as a standard writing method for non-volatile discrete-trap memory products [1]-[2]. It provides the opportunity to localise the charges injected in a small region of the trapping medium, and two-bit operation is achieved through multilevel storage [3]. The basic principle on which two-bit operation resides, is common to NROM memories and nanocrystal memories [4]-[5]. It is possible to trap charges near one junction (drain or source) with a programming stress, and read them in the reverse mode, compared to the programming, enhancing the electrostatic effect of these charges on the conductivity of the active channel (see Figure 1).

It has been shown in the literature [1]-[3]-[6] that the threshold voltage during the forward read, $V_{th,F}$, is lower than the threshold voltage during the reverse read, $V_{th,R}$, when the cell is polarised in the saturation regime.

This is due to the strong two dimensional effects near the charged junction. If the injected charge, near the drain, is completely screened by the high $V_{ds}$ applied in forward read (which induces a long pinchoff region), the $I_d$-$V_g$ characteristics results very close to the characteristic of the fresh cell. In this case we have a low $V_{th,F}$. On the other hand, during the reverse read the high $V_{ds}$ applied is not able to screen the effect of electrons and the conductivity of the active channel is lowered by the “bottleneck” near the low-voltage contact. In such a case we have a high $V_{th,R}$ [2]-[6].

Continued on page 2 ...
With a simple 1D approach (Gradual Channel Approximation) [6] it is not possible to simulate such an asymmetric behavior. In this paper, with the help of a simple quasi 2D analytical approach, we are able to quantify for the first time, both the length of the charged region, \( L_2 \), and the number of injected electrons per unit area in the trapping sites, \( Q \), from the two quantities available from experiments, the total threshold voltage shift, \( \Delta V_{\text{th, tot}} \) (i.e., the difference between the threshold voltage in the reverse read, \( V_{\text{th-R}} \), and the threshold voltage of the fresh cell, \( V_{\text{th-fresh}} \)) and the reverse-forward threshold voltage shift, \( \Delta V_{RF} \) (i.e. the difference between \( V_{\text{th-R}} \) and \( V_{\text{th-F}} \)).

The viability of the model is tested with 2D numerical simulations of a commercial TCAD code (ATLAS-SILVAACS). Main results from the theory are widely tested, under different bias conditions, on nanocrystal memories fabricated by ST-Microelectronics [4]. The influence of the bulk potential, as well as that of the drain-to-source potential, are carefully assessed in this work.

### 2. Quasi-2D Analytical Model

With a simple 1D approach it is not possible to describe properly the 2D effects near the charged region, which are the first cause of the dual bit behavior. For the first time, to our knowledge, we present an analytical approach, which starts from quasi 2D considerations [7].

The analytical approach describes the behavior of the surface potential \( \Psi_R \) along the channel of a MOSFET with non-uniform threshold voltage. The distribution of trapped charge may be in general a complicated function of the spatial coordinates. We assume that the charge distribution along the channel can be described by a step function which represents an “effective” distribution. As a result, we can distinguish two regions: one close to the source with a length \( L_1 \), where storage nodes are not charged (uncharged region); and the second one close to the drain with a length \( L_2 \), which is uniformly charged by \( Q \) electrons per unit area.

In Figure 2 it can be seen how the written memory is divided in the two regions. The trapped charge raises the flat band voltage, \( V_{\text{fb}} \), of the charged region \( L_2 \). In particular the flat band voltage difference between the charged and the uncharged region is:

\[
\Delta V_{fb} = \frac{Q \cdot q}{C_2}
\]

Where \( q \) is the electron charge, \( C_2 \) is the top oxide capacitance per unit area.

In the following model, we do not consider charges over the drain junction, but, as already noted by [6], from Figure 3 it appears that they do not influence \( I_d-V_g \) characteristics.

The model solves separately, in the two regions, the differential equations (2) and (3). Gauss’ law is applied to a transversal slice of thickness \( dy \) along \( y \) and cross section equal to the average depletion width \( X_{\text{dep}}(i=1,2) \) (see Figure 2), and allows us to write the flux of the electric field through the faces perpendicular to \( y \) in terms of the surface potential as \( (X_{\text{dep}}, \eta) \cdot d\Psi/dy \), where \( \eta \) is a fitting parameter. During the gate voltage sweep, frequently the uncharged region goes in strong inversion, while the charged region is still pinched-off. The presence of both inversion charge \( Q_{\text{inv}} \), and depletion charge at inversion \( Q_{\text{dep}} \), are carefully considered in Equation (3):

\[
\begin{align*}
Q_{\text{inv}}(i=1,2) & = q \cdot \frac{X_{\text{dep}}}{\eta} \cdot \frac{d\Psi}{dy} + \psi_i - V_2 - \frac{\psi_i}{\eta}
\end{align*}
\]
where $\varepsilon_{\text{i}}$ ($\varepsilon_{\text{o}}$) is the silicon (oxide) electric permittivity, $V_g$ the gate voltage, $t_{\text{ox}}$ is the equivalent oxide thickness, $N_{\text{sub}}$ is the doping level of the bulk. If a bulk voltage, $V_b$, is applied, as sketched in Figure 2, the drain, source and gate potentials must be raised of $V_b$ setting at zero the potential of the bulk. The space charge and the inversion charge have the following expression:

\[
Q_{\text{ox}} = \frac{2e_c q N_{\text{sub}}}{\varepsilon_{\text{o}}} (\Psi_{L-1} - V_{\text{ox}}) + \frac{C_{\text{ox}}}{m C_{\text{ox}}} \exp\left(\frac{q}{m k T} (V_g - V_{\text{ox}}) - \frac{q U_{\text{cf}}}{k T}\right)
\]

Where $i=1,2$, $\Psi_{L-i}$ is the surface potential in the case the influence of drain and source junctions is completely neglected, $U_{\text{cf}}$ is the quasi-Fermi potential referred to the source of the uncharged equivalent transistor.

The solution to Equation (2) is a linear combination of hyperbolic sins:

\[
\Psi_{\text{r-1}}(y) = (\Psi_{L-1} - \Psi_{L-1}) \frac{\sinh(y/\lambda)}{\sinh(L/\lambda)}
\]

The parameter $\lambda = \sqrt{\varepsilon_{\text{i}} t_{\text{ox}} X_{\text{depi}}/\varepsilon_{\text{o}} \eta}$ describes the short channel effects, as it provides a clue on how strong is the influence of the junction potential on $\Psi_S$ under the gate. The higher the value of $\lambda$, the smoother appears the $\Psi_s$ curve along the channel, the weaker is the control effect of the gate on the channel.

From the description of the surface potential, the drain current can be calculated. As in the subthreshold region the current is a diffusion dominated process, the following expression can be derived [8]:

\[
I_{\text{d}} = \mu_{\text{eff}} \frac{W}{L} \frac{e_c q N_{\text{sub}}}{2(2 N_{\text{sub}} + V_{\text{th}}) \varepsilon_{\text{o}}} \left(\frac{V_{\text{th}}}{q} \right)^{1/2} \exp\left(\frac{q U_{\text{cf}}}{k T}\right)
\]

where $\mu_{\text{eff}}$ is the effective mobility of electrons in the channel, $KT$ is the thermal energy, $\eta_{\text{e}}$ is the intrinsic electron concentration in silicon and $\Psi_{\text{min}}$ is the minimum of the surface potential in the channel.

3. Comparison Between the Analytical Model and ATLAS Results

From Equation (2), the importance of $\eta$ is apparent.

To determine the proper value of this parameter, we have used the commercial TCAD tool ATLAS from SILVACO. We have simulated a class of nanocrystal memories, fabricated from STMicroelectronics. Parameters of the memory cell are $L=0.28$ $\mu$m, $W=0.16$ $\mu$m, tunnelling oxide thickness $t_{\text{tun-ox}}=5.5$ nm, control oxide thickness $t_{\text{c}}=8$ nm. The charged nanocrystals have been considered as a uniform charged oxide region, of thickness $t_{\text{c}}=2$ nm, sandwiched between the tunnelling oxide and the control gate oxide.

![Figure 4 (a) Comparison of the transfer characteristics from ATLAS (solid lines) and analytical model (circles) to extract the value of the fitting parameter $\eta$. In the case of $L_2=L/4$, the best value is $\eta=4$. (b) Comparison of $V_{\text{th}}$ versus $Q$ obtained with ATLAS (solid lines) and the analytical model (circles) shows that $\eta$ is weakly dependent on the density of electrons injected in dots. In the inset of Figure 4(b) the dependence of $\eta$ on $L_2$ is provided.](image-url)
As specified before, we simply assumed that the charge distribution in the oxide is a step function where the charged length can be varied and the density of charge has been chosen to fit different flat band voltages $V_{fb}'s$.

In Figure 4(a) a sample comparison between ATLAS results and the analytical model for $L_2=L/4$ is shown. The parameter $\eta$ to fit $I_d-V_g$ numerical characteristics has shown a weaker dependence on the density of electrons trapped in dots, $Q$, than on the charged length $L_2$. This property is shown in Figure 4(b), where, provided one value of $L_2$, it is possible to fairly fit different values of $Q$, with one value of $\eta$. In the inset, on the other hand, the dependence of $\eta$ on $L_2$ is provided (strong dependence of $\eta$ on $L$).

Already the plot of Figure 4(a) shows that the forward and reverse bits are not clearly detached for $L_2=L/4$ ($L_2=70$ nm), and cannot be easily sensed as $V_{th-F}$ and $V_{th-R}$ are similar. From Figure 5, it is clear that one-bit operation appears for $L_2>70$ nm ($\Delta V_{RF}=0$V). It is not required that the whole region of the channel is uniformly charged to have $V_{th-F}=V_{th-R}$.

Another interesting property is the charge density insensitivity of $\Delta V_{RF}$ once a saturation limit is achieved.

In Figure 6 such a behavior is shown for $L_2=L/8$ ($L_2=35$ nm) and for $L_2=L/4$ ($L_2=70$ nm). In the case of $L_2=L/4$, for $Q>2\times10^{12}$ el./cm$^2$ the window between the forward and reverse threshold voltage is almost constant; while in the case of $L_2=L/8$, this property appears for $Q>5\times10^{12}$ el./cm$^2$. Therefore $\Delta V_{RF}$ can be used as an absolute indicator of the charged region dimension.

4. Comparison Between the Analytical Model and Experiments

Experiments performed on STMicroelectronics nanocrystal memory cells [4] confirm both the validity of the analytical model and suggest how to perform a reading procedure which allows to enhance the asymmetry between forward and reverse read.

From Figure 7, it is clear that raising $V_{ds}$ enhances the electrostatic effect of trapped electrons, and decreases $V_{th-F}$ to the value of the fresh cell threshold voltage, $V_{th-fresh}$. In experiments the maximum reading $V_{ds}$ has been put at 1.5V. In Figure 8, the viability of this analytical model with different bulk voltages, $V_b$ has been tested. The most relevant conclusion of this work is presented in...
Figure 9. As an example it is shown a contour plot of $\Delta V_{\text{tot}}(L_2, Q)$ and $\Delta V_{\text{RF}}(L_2, Q)$ that can be calculated from this model. From the two experimental parameters $\Delta V_{\text{tot}}$ (blue line) and $\Delta V_{\text{RF}}$ (red line) is possible to find in the contour plot the crossing point and then deduce the values of $L_2$ and the density of electrons $Q$ injected in the trapping medium.

5. Conclusions
A detailed model concerning Channel Hot Electron (CHE) electrostatic impact on forward/reverse reading has been provided. Both numerical simulations and experiments on nanocrystal memories, performed under different bias conditions confirm the viability of the model. At our knowledge, for the first time in literature, a contour plot is provided (Figure 9) where, from the experimental results at hand ($\Delta V_{\text{tot}}$ and $\Delta V_{\text{RF}}$), it is possible to assess the effective charged length, $L_2$ and the density of injected electrons, $Q$. Support from EU projects ADA-MANT (IST-2001-34234), SINANO (IST-506844) and from the CNR through the FIRB project is gratefully acknowledged.
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A New Efficient Quantum Method: The Bohm Quantum Potential Model

This article presents a new approach to model the quantum confinement of carriers in MOSFET or heterostructure. SILVACO has already included in its device simulator ATLAS, a Schrödinger-Poisson solver and Density-Gradient model. The Schrödinger-Poisson (S-P) solver is the most accurate approach to calculate the quantum confinement in semiconductor but it cannot predict the currents flowing in the device. To overcome this limitation, ATLAS provides a Density Gradient (DG) model [1]. It allows the user to predict both the quantum confinement and the drift-diffusion currents along with the Fermi-Dirac statistics for a 2D structure. However this model exhibits poor convergence in 3D and with the hydrodynamic transport. Therefore, in collaboration with the University of Pisa, SILVACO has introduced in ATLAS, a new approach called Effective Bohm Quantum Potential (BQP) model. This model presented at SISPAD 2004 conference [2] exhibits many advantages. It includes two fitting parameters which ensure a good calibration for silicon or non-silicon materials, planar or non-planar devices. It is numerically stable and robust, and independent of the transport models used. Therefore it has been successfully implemented and tested in ATLAS. The table below summarizes the different models available in ATLAS related to the dimensionality and the transport models.

<table>
<thead>
<tr>
<th></th>
<th>1D</th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-P</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>DG</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>BQP</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

X: available
S-P: Schrödinger-Poisson
DG: Density Gradient
BQP: Bohm Quantum Potential

The definition of the effective quantum potential $Q_{eff}$ is derived from a weighted average of the Bohm quantum potentials seen by all single particle wavefunctions, that can be expressed as:

$$ Q_{eff} = -\frac{\hbar^2}{2m} \nabla \left[ \frac{1}{\hbar^2} \nabla \phi^2 \right] $$

where $M$ represents the effective mass tensor, $n$ is the electron density per unit volume, $\hbar$ and $\phi$ depend on the eigen-functions of the confined system, and the operator $\nabla$ which reduces to $A$ at equilibrium, allows to treat non-equilibrium problem and has been defined as:

$$ \nabla = \sum f_i \nabla (r_i^2) $$

where $f_i$ is the occupation factor for the $i$-th state and $R_i$ is the modulus of the $i$-th single particle wavefunction. The main advantage of these expressions is that the effective quantum potential does not depend on the transport model and, in the case of Fermi-Dirac distribution, can be discretized on a Delauney mesh as:

$$ Q_{eff}(r_l) = \frac{\hbar^2}{2} \sum \sigma_i m_i \left[ N_c(r_l) - \frac{F_{\sigma_l}}{F_{\sigma_l}} \right] $$

where $r_l$ is the position of the $l$-th point of the mesh, $d_{lj}$ is the distance between a point $r_l$ and $r_j$ in 3D is the area of the face of the Voronoi cell separating point $l$ and $j$. Moreover, $m_l$ represents the effective mass tensor, $N_c(r)$ is the 3D density of states and $F_{\pm 1/2}$ represents the Fermi-Dirac integral of order $\pm 1/2$.

We have treated $\hbar$ and $m$ in Equation (3), as fitting parameters avoiding to solve the solution of the Schrödinger equation. With two fitting parameters, instead of one like in DG model, the BQP model allows an additional degree of freedom for calibration.

Below are presented the results of simulations performed on simple structures of general interest in order to understand and verify the accuracy of the proposed model. The first device is a MOS-capacitor, a device in which the quantum confinement of electrons is predominant along one direction. The MOS-C has a 2 nm oxide thickness, $N_c = 10^{18}$ cm$^{-3}$, and a metal gate. In Figures 1, 2 and 3, we show the electron density profiles for different applied gate voltages and the C-V curve obtained with the two different methods (SP and BQP). For the BQP model, the best values for the fitting parameters are $\hbar = 0.46$ and $\sigma = 1.11$. 

Historically, the definition of an effective quantum potential is Bohm’s interpretation of quantum mechanics [3], and has generated other more recent derivations based on a first order expansion of the Wigner equation [4], or on the so-called density gradient approach [5]. The BQP model has some advantages: it does not depend on the transport model (drift-diffusion or hydrodynamic); Fermi-Dirac statistics can be straightforwardly included; it provides two parameters for calibration, whereas the Density Gradient has only one fitting parameter; finally, it exhibits very stable convergence properties.
The second device, in which electrons are confined in a quasi-one dimensional wire, is a FinFET depicted in Figure 4. The oxide thickness is 3 nm and the acceptor concentration is $N_A = 10^{18}$ cm$^{-3}$. Quantum confinement of electrons is strong both in $x$ and $y$ direction as shown with the isosurface of $10^{19}$ cm$^{-3}$ in Figure 5 (for $V_{\text{drain}}=0.1$ V and $V_{\text{gate}}=1.15$ V).

As can be observed in Figures 1 and 2, the BQP method gives accurate height and shape of the carrier density profile as the applied voltage is varied. The method is also capable to well reproduce the carrier density per unit area obtained with the SP approach as shown in Figure 3.

Figure 1. Electron density below the gate for a voltage applied to the gate of $V_G=1$ V obtained with the BQP model and with the SP approach.

Figure 2. Same as figure 1 for $V_G=1.5$ V.

Figure 3. C-V curve obtained with the BQP model and SP approach.

Figure 4. Representation of the FinFET composed by a silicon fin embedded in a SiO$_2$ layer. Also shown is the polysilicon gate deposited on the structure (source and drain electrodes are hidden for a better lisibility).
Figures 5 and 6 show clearly the confinement of electrons under the gate oxide in the top corners of the silicon fin.

In conclusion, ATLAS proposed a new approach for quantum correction with the BQP model. The model is available both for drift-diffusion and energy transport models. With respect to previously published density gradient methods [1], the main advantages of this model are represented by the addition of one degree of freedom, which may provide better fit and improved calibration, by the possibility of including both Maxwell-Boltzmann and Fermi-Dirac statistics, and by its independence of the transport model adopted. SILVACO gratefully acknowledges support from University of Pisa.
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Simulating Selective and Non-Selective Epitaxy over Oxide Isolated Regions Using ATHENA

1.0 Introduction

In certain cases, most notably in modern bipolar and SiGe HBT structures, epitaxial steps are performed after the oxide isolation structures have been already created. Thus the initial surface prior to epitaxy may contain regions of crystalline silicon, polysilicon or insulators, usually silicon dioxide. In the case of LOCOS isolation, the surface is also non-planar. In such epitaxial cases, epitaxy can be divided into two general types:-

(i) non selective epitaxy
(ii) selective epitaxy

In the first case, silicon is deposited epitaxially onto any exposed crystalline surface, and polysilicon is deposited onto amorphous regions such as oxide isolation or regions where poly-silicon already exists.

In the second case, the use of selective chemistry increases the silicon layer seeding time on non crystalline surfaces to such an extent, that effectively silicon is only deposited epitaxially onto exposed crystalline surfaces. No polysilicon or amorphous silicon is deposited onto the oxide isolated regions.

In this article, the methodology for simulating both these scenarios is described.

2.0 Non Planar LOCOS Structure Example

In order to demonstrate the epitaxial capabilities, a standard LOCOS structure is used as the starting substrate, since this presents a surface that is both non planar and contains a combination of crystalline and non crystalline surfaces.

The structure prior to epitaxy is a simple LOCOS isolated active region as shown in Figure 1. Following a high temperature anneal to remove the native oxide, a typical ATHENA epitaxy statement would then be as follows:-

\[
\text{epitaxy time}=1 \quad \text{temp}=1000 \quad \text{thickness}=0.2 \\
\text{divisions}=8 \quad \text{c.boron}=1e15 \quad \text{SI_TO_POLY}
\]

The key parameter in the ATHENA epitaxy statement that invokes the automated deposition of polysilicon on non crystalline regions of the device is “SI_TO_POLY”. Other parameters such as c.boron=1e15 are simply inserted to emulate the un-intentional doping that occurs during epitaxy. Intentional doping can also be added using the same syntax format. After the Athena epitaxy statement above, the structure is now as shown in Figure 2.

Simulating selective epitaxy is now very simple because the epitaxial growth on the non crystalline regions is now polysilicon rather than silicon. Thus the simple statement

“etch poly all”

removes the poly silicon layer over the oxide leaving behind a structure as it would appear if selective epitaxy was used instead. After the etch above, the structure now appears as shown in Figure 3.
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---

**SmartSpice-SEE**

Silvaco’s SEE Design Flow is an integrated solution to the severe reliability issues caused by Single Event Effects (SEE). **ATLAS 2/3D SEE Module** and **SmartSpice-SEE** provide the physics-based simulation at the device, circuit, and block level. Our SEE design flow connects device and circuit simulation results, full-chip parasitic extraction and fault simulation into a comprehensive solution to identify, analyze, and mitigate SEE

---

*If you would like more information or to register for one of our workshops, please check our web site at [http://www.silvaco.com](http://www.silvaco.com)*
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Hints, Tips and Solutions

Robin Jones Ph.D., Senior Applications and Support Engineer

The subject of how to use the EXTRACT statement in DeckBuild often arises. The EXTRACT statement is a very useful tool for analysing data and can be performed on both structure and log files.

As means of explanation let us consider an EXTRACT statement performed on a log file.

The EXTRACT statement by default will work on the current log file in a simulation.

Looking at a full EXTRACT syntax statement we have:

```
extract name="max. gate-source cap. Vgs=0  " max(curve(frequency, C."Gate""Source"))
```

The EXTRACT statement must first create its own curve to work on, in the above syntax we therefore have curve(frequency, C."Gate""Source"). This essentially goes to the current log file and creates a curve of frequency versus gate-source capacitance.

The keyword max is then used to pick the maximum value on the curve, this value then gets assigned to the variable “max. gate-source cap. Vgs=0  “.

It is often very useful for validation purposes for the user to output the curve created by the EXTRACT command. This is easily performed by adding an additional extract statement with an outfile command added to it, e.g. extract curve(frequency, C."Gate""Source") outfile="testa_extract.dat"

Figures 1(a) and (b) demonstrates this technique, Figure 1(a) shows the actual log file that the EXTRACT statement is working on, figure 1(b) shows the curve that the EXTRACT statement has produced.

Both EXTRACT statements would appear in the input deck as:

```
extract curve(frequency, C."Gate""Source") outfile="testa_extract.dat"
extract name="max. gate-source cap. Vgs=0  " max(curve(frequency, C."Gate""Source"))
```

What if you want to perform an EXTRACT on a previous log file, can you do this?

In order to do this you just add another extract statement with the keyword init infile=”, e.g.

```
extract init infile="hemtex06ac.log"
extract curve(frequency, C."Gate""Source") outfile="testa_extract.dat"
extract name="max. gate-source cap. Vgs=0  " max(curve(frequency, C."Gate""Source"))
```

The three statement discussed above would appear as:

```
extract init infile="hemtex06ac.log"
extract curve(frequency, C."Gate""Source") outfile="testa_extract.dat"
extract name="max. gate-source cap. Vgs=0  " max(curve(frequency, C."Gate""Source"))
```

Figure 1a.

Figure 1b.

Call for Questions
If you have hints, tips, solutions or questions to contribute, please contact our Applications and Support Department
Phone: (408) 567-1000  Fax: (408) 496-6080
e-mail: support@silvaco.com
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Check our our Web Page to see more details of this example plus an archive of previous Hints, Tips, and Solutions
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